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Abstract—Social media and microblogs have become an inte-
gral part of everyday life. People use microblogs to communicate
with each other, express their opinion about a wide range of
topics and inform themselves about issues they are interested in.
The increasing volume of information generated in microblogs
has led to the need of automatically determining the sentiment
expressed in microblog comments. Researchers have worked in
systematically analyzing microblog comments in order to identify
the sentiment expressed in them. Most work in sentiment analysis
of microblog comments has been focused on comments written
in the English language, whereas fewer efforts have been made
in predicting the sentiment of Greek microblog comments.

In this paper, we propose a lexicon-based sentiment analysis
algorithm for the sentiment classification of both Greek and
English microblog comments. The proposed method uses a
unified approach for determining the sentiment of comments
written in both languages and incorporates techniques that ex-
ploit the distinctive features of the language used in microblogs in
order to accurately predict the sentiment expressed in microblog
comments. Our approach achieves promising results for the
sentiment classification of microblog comments into positive,
negative or neutral.

Index Terms—social networks, emotion recognition, sentiment
analysis, natural language processing

I. INTRODUCTION

The rapid growth of the Web 2.0 technologies has led to
the widespread use of microblogs and social media by users
who desire to express their opinion about a vast variety of
topics. User comments range from discussions about current
political and economic issues to product reviews and opinions
about locations or points of interest. Microblogs differ from
traditional blogs due to the limitations that are imposed upon
the maximum character length of a comment. For example,
Twitter has a limit of 280 characters while Foursquare has a
limit of 200 characters.

The large volume of opinionated text that is available online
in the form of microblog comments, provides users easy
access to information about a subject or an entity that they
are interested in. An increasing number of users read product
reviews in order to decide what product to buy, consult users
opinions about locations and points of interests prior to visiting
them or try to inform themselves about currents affairs by
reading relevant comments in microblogs. On the other hand,

companies try to use the feedback that comes from user
comments in order to improve their products or services and
fine-tune their marketing strategies.

However, the abundance of information that is available
online makes difficult for users to form an opinion about a
subject that interests them. Users often don’t have the required
time to go through a sufficient number of comments in order
to form a comprehensive opinion. Furthermore, frequently
comments contain conflicting opinions about a subject.

These issues have led to the development of various methods
and techniques for the systematic analysis of online user
comments and reviews with the aim of extracting useful infor-
mation that can help users to form a comprehensive opinion
without having to go through the whole volume of available
comments. A common approach in this field of research
involves the use of Sentiment Analysis for determining the
sentiment that is expressed in user comments towards a subject
or an entity.

Sentiment analysis is defined as the computational treatment
of opinion, sentiment and subjectivity in text [1]. The main
purpose of sentiment analysis is to determine the sentiment
polarity of user opinions expressed in a piece of text. Sen-
timent can be classified into positive, negative or neutral.
Some sentiment analysis algorithms aim to determine also the
strength of the sentiment expressed in the text.

Sentiment analysis can be categorized into the three follow-
ing categories according to its scope of application; document-
level, sentence-level and feature-level. Document-level sen-
timent analysis deals with discovering the overall sentiment
that is expressed in the whole text as opposed to sentence-
level sentiment analysis that aims to determine the sentiment
expressed in each sentence of the text. Feature-level sentiment
analysis refers to determining the sentiment expressed on
different features of entities (e.g the screen or the camera of
a smartphone).

Sentiment analysis of microblog and social media comments
poses different challenges compared to sentiment analysis of
traditional long form text. The language used in microblogs is
generally informal and, due to the character length limitations,
users try to enclose as much information as possible in a short
piece of text. This leads to frequent grammar and spelling mis-



takes as well as the use of abbreviations. Moreover, microblog
users tend to use special forms of language for their exchanges
such as the frequent use of emoticons and punctuation signs.
These sort of challenges have led researchers into developing
sentiment analysis methods focused on the microblog domain,
that try to use the innate characteristics of microblog language
in the process of identifying the sentiment expressed in mi-
croblog comments.

II. RELATED WORK

A. Sentiment detection techniques

Most existing work in sentiment analysis of microblog
comments can be categorized into two main approaches: su-
pervised learning methods and unsupervised learning methods
[1]. Supervised methods are based in the training of a classifier
for the sentiment classification task. For the training of the
classifier established machine learning algorithms such as Sup-
port Vector Machines, Naı̈ve Bayes, Multinomial Naı̈ve Bayes
and Maximum Entropy are used [2]. The features employed
include word unigrams [3]–[5], bigrams [3] or n-grams [6]–
[9], character n-grams [9], [10], part-of-speech features [5],
[7]–[9], lexicon features [5], [7]–[9] as well as microblog-
specific features [5]–[7], [9].

The majority of unsupervised learning approaches to the
problem of sentiment analysis in microblogs use sentiment
lexicons, lexical resources that contain words or phrases an-
notated for the sentiment they express, in order to determine
if the text contains terms that express sentiment. The overall
sentiment expressed by a piece of text is a function of the
sentiment expressed by the terms contained in the text.

Sentiment lexicons can be created manually or automati-
cally by using a list of seed words with predefined sentiment
polarity and propagating their sentiment labels by exploiting
semantic relations among words using lexical resources, such
as WordNet [11], or by using mutual information based
approaches [12]. The work in [13] compared several lexical
resources for the task of sentiment analysis in microblogs, with
the most promising results accomplished for the SentiWordNet
lexicon [14] and the MPQA Subjectivity Lexicon [15].

Most state-of-the-art lexicon-based methods try to leverage
the information that emerges from the use of colloquial
language such as emoticons, punctuation signs, hashtags and
slang in order to predict the sentiment polarity of the text
[16]–[18]. Furthermore, a common practice in lexicon-based
methods is the use of linguistic processing such as modifiers
detection [16], [17], negation handling [13], [16], [17], [19]
and part-of-speech tagging [19].

One problem with microblog texts (such as user reviews or
tweets) is that since these texts are typically short, it may be
hard to classify them for sentiment since they do not contain
enough ”sentiment-weighted” words to yield an accurate re-
sult. To circumvent the problem, researchers have proposed
the use of special lexicons that leverage the unique linguistic
characteristics of microblog texts. A lexicon based approach
for the sentiment polarity classification and sentiment strength
detection of short informal online text that incorporates the use

of microblog-specific language, modifiers and negation han-
dling was proposed by [16]. A similar method was proposed
in [20] for the ternary classification of social media comments
into positive, negative or objective comments. Except from
traditional sentiment polarity classification, work has been
done in clustering microblog comments based on the emotion
they express compared to a set of eight primary emotions [18].

B. Sentiment detection in Greek microblog texts

There is little work done in sentiment analysis that focuses
on the sentiment classification of Greek text compared to
the volume of work available for the English language. A
supervised learning method was proposed by [21] for the sen-
timent classification of Greek hotel reviews using a unigram
language model. Another unsupervised approach presented in
[22] used lexicon features and word embedding-based features
to train an SVM classifier for the task of predicting the
sentiment expressed in Greek and English online reviews.
A similar approach was proposed by [23] for the sentiment
classification of Greek tweets. Finally, in [24], an approach
evaluating several machine-learning methods for the sentiment
polarity classification of Greek news article user comments
was presented. The authors augmented the original feature
space (TF-IDF vectors of tokenized comments) by automat-
ically translating texts to English and adding the resulting
tokens into the feature space. The approach yielded an F-
score upwards of 80% using Gradient Boosted machines,
showing that unsupervised learning methods can be successful
in categorising user-contributed texts.

The work in [25] focused on studying the impact of political
Greek tweets on the Greek general election by using an
unsupervised approach for identifying the sentiment expressed
in Greek tweets. A lightweight lexicon-based algorithm was
presented by [26] for the sentiment classification of Greek
microblog venue reviews. A lexicon-based method was pro-
posed by [27] for rating the sentiment of Greek tweets and
hashtags against the set of six basic emotions; anger, disgust,
fear, happiness, sadness, surprise.

Previous works, especially relating to Greek texts, have a
number of shortcomings. First, the process for obtaining a
labelled dataset to use as a baseline comparison is subject to
bias, since it typically employs very few manual coders (e.g.,
just two in [22], [27]). Other works such as [21], [22] use the
overall rating of a venue as an indicator of sentiment polarity,
which may not always be reasonable, e.g. a user giving a bad
score to a venue (e.g. ”1 star”), but commenting positively on
one or two features of the venue that they actually liked (e.g.
”Breakfast was good”). Further, where sentiment detection is
done on microblog texts (e.g. Twitter), some approaches (e.g.
[23] are artificially easing the task by aggregating documents
under topics (Twitter hashtags) and performing sentiment de-
tection on the entire hashtag, rather than individual documents.
Finally, as far as we are aware, there is no work that combines
the use of techniques such as colloquial language detection,
modifiers detection and negation handling in a lexicon-based
approach for the sentiment classification of Greek text. The



main motivation for our research was to investigate the use of
state-of-the-art techniques for sentiment analysis of comments
written in the Greek language in an unsupervised manner while
also applying the same techniques for classifying English
comments.

In this paper, we present a lexicon-based method for the
sentiment classification of microblog comments written in both
the Greek and English language. Our method incorporates the
use of the colloquial language characteristics of microblog text
such as emoticons and punctuation signs in order to accurately
predict the sentiment expressed in a comment. Negation han-
dling and modifier detection are implemented for capturing
the effect that these linguistic features have in the sentiment
expressed in the text. Spellchecking and Greeklish handling
is supported for handling the informal nature of microblog
comments. To compare this approach’s performance, we also
employ machine-learning sentiment detection algorithms. Our
work is done on a small dataset of user venue reviews,
however, this dataset was annotated by 148 users, with each
review annotated by an average of 19 users.

III. THE SENTI ALGORITHM

The sentiment analysis algorithm we developed (Senti)
proposes a unified approach to discovering the sentiment that
is expressed in microblogging comments written both in the
Greek and the English language. For that purpose, we use two
different sentiment lexicons which contain terms evaluated by
human judges for their sentiment polarity, subjectivity and part
of speech; the Greek Sentiment Lexicon [28] and the MPQA
Subjectivity Lexicon [15]. The Greek Sentiment Lexicon is the
only freely available Greek lexical resource for the sentiment
analysis task and the MPQA Subjectivity Lexicon was chosen
as one of the commonly used English sentiment lexicons that
provide also a subjectivity rating.

The main task of the algorithm is to represent a piece of
text as a list of sentiment-weighted terms from which the text
consists of, in order to determine overall sentiment expressed
in the text. Sentimental terms are words that express sentiment
and can be found in the sentiment lexicons. After some basic
text preprocessing that involves removal of URLs from the
text, text is split into tokens based on spaces and punctuation
symbols. Then we search the sentiment lexicons to find out if
the text contains sentimental terms.

A sentimental term is characterized by its sentiment polarity
(positive, negative or neutral), degree of subjectivity (strongly
subjective, weakly subjective, objective) and part of speech.
Each sentimental term is assigned an initial sentiment score
that measures the strength of the sentiment expressed by the
term and is based on the term’s degree of subjectivity.

In order to determine the sentiment polarity of a comment
c, the algorithm computes a vector V (c) containing three
different sentiment scores Sp, one for each polarity; the
positive ( Spos ), negative ( Sneg ) and neutral ( Sneu ) overall
sentiment score of the comment.

V (c) = [Spos, Sneg, Sneu] (1)

The sentiment score Sp for each sentiment polarity p (i.e.
the vector elements) is calculated using the scores of the
sentimental terms of the respective polarity. Let kp be the
number of terms of a given polarity p (positive, negative or
neutral), N the total number of sentimental terms in a com-
ment, t1, . . . , tkp the positive, negative or neutral sentimental
terms and score(ti) the sentiment score of the term ti. Each of
the scores in the final vector is calculated using the following
equation:

Sp =
kp
N

kp∑
i=1

score(ti) (2)

The sentiment polarity of the comment is the polarity that
exhibits the greatest sentiment score Sp.

In this calculation, each term ti can be either a textual term
(i.e. a word), or a special term (an emoticon, or a pattern of
repeated punctuation).

A. Special term replacement

In the text pre-processing we tokenize each document and
replace any special terms found with special tags, using
regular expressions. Emoticons are replaced with ”posemoji”
or ”negemoji”, based on their semantics. Repeated punctuation
is replaced with ”multiex” (exclamation marks), ”multiq”
(question marks) or ”multidot” (periods). We also replace
negator words (e.g. ”no”, ”not”, ”don’t”, ”wasn’t”) with the
tag ”not”.

B. Scoring textual terms

Taking into consideration previous research that suggests
subjective terms tend to express stronger sentiment [citation],
we assign an initial score of 1.5 to strongly subjective terms,
while weakly subjective or objective terms are assigned an
initial score of 1. Furthermore, because of the correlation
found between the presence of adjectives in a sentence and
the subjectivity of the sentence [29] the initial sentiment score
of adjectives is increased further by 0.5.

C. Scoring microblog-specific language

Frequently microblog users use emoticons or repeated punc-
tuation signs (!!!!, ????, ...) as a way of indicating their
sentiments. Another frequently occurring language pattern is
the use of elongated words by repeating certain letters (e.g
goooood instead of good), and finally, writing in all capitals
(e.g. I HATE this place). Our sentiment classification algorithm
attempts to exploit the presence of such colloquiality in the
text in order to accurately predict the sentiment polarity of a
comment.

1) Scoring emoticons: During the text preprocessing phase
of the algorithm, the text is matched against a manually
created and annotated list of emoticons that express positive
or negative sentiment. This list was derived by examining
the official Unicode Emoji List [30] icon descriptions. Each
occurrence of a positive or negative emoticon is being treated
as a positive or a negative sentimental term respectively, with
an initial sentiment score of 2.



2) Scoring repeated punctuation: The next step is to de-
termine the presence of repeated punctuation signs in the
text by using regular expressions. Repetitions of exclamation
signs are considered a positive sentimental term whereas the
sentiment polarity of repeated question marks or full stops
is determined by the polarity of the immediately preceding
textual sentimental term that has been found in the text. The
initial sentiment score of repeated punctuation signs is 2.

3) Scoring enlogated and all caps words: In many cases
users write words in all caps or repeat some letters in a word
with the aim of emphasizing the significance of those words.
Our algorithm has the ability to detect elongated words and
words that are written in all caps. If a sentimental term is
elongated or written in all caps its sentiment score is increased
by 0.5.

D. Modifiers and negation handling

Our algorithm tries to leverage the presence of modifiers
and negators in the text. Modifiers are words that have the
property of modifying the strength of the sentiment expressed
by a sentimental term. Intensifiers tend to intensify the strength
of the expressed sentiment and diminishers, in contrast, tend
to diminish the strength of the sentiment. For example, the
word very operates as an intensifier in the phrase the wine
was very good. On the other hand, an example of a diminisher
is the word little in the phrase the bar was a little crowded.
Negators are words that express negation and can alter the
sentiment polarity of a sentimental term (e.g. the food was
not expensive).

In order to capture the effect that modifiers have in the
sentiment expressed in a comment we manually created lists
of Greek and English modifiers. If a diminisher is found near
a sentimental term (up to 3 words before or after the term)
the sentiment score of the term is decreased by 0.5, whereas
if an intensifier is found near a sentimental term its sentiment
score is increased by 0.5.

For the negation handling module of the algorithm, we
compiled a list of frequently used Greek and English negators.
The presence of negators in the text is determined during text
preprocessing and negators are replaced by a negator tag. If a
negator is found in the neighborhood of a positive or negative
sentimental term (up to 3 words before the term) the polarity
of the term is reversed.

E. Greeklish handling and Spellcheck

A common occurrence in comments written by Greek users
in microblogs is the use of Greeklish, that is, Greek text
written in Latin alphabet. To handle this special case of text,
we automatically created a Greeklish Sentiment Lexicon by
replacing the words included in the Greek Sentiment Lexicon
with their corresponding Greeklish words using a mapping
of the Greek alphabet characters to the Latin characters that
are frequently used to replace them in Greeklish text. The
algorithm uses the Greeklish Sentiment Lexicon to detect
Greeklish sentimental terms in the text.

One problem with the above approach for constructing the
Greeklish lexicon, is that in Greeklish, Greek characters can be
mapped in multiple ways to Latin ones [31], [32]. For example,
the word ώρα (hour) is commonly transliterated as wra (a
visually similar representation of the letter ω and also as ora
(a phonetically accurate representation of the word).

Due to the informal nature of microblog comments, users
often make spelling mistakes or use different Greeklish
mappings than in our lexicon. Our algorithm implements a
spellchecking module for Greek words and words written in
Greeklish. If a word cannot be found in one of the sentiment
lexicons, we compute the Levenhstein string distance between
the word and the terms included in the lexicon that have
the same character length or differ in character length by 1.
The word is replaced by a term found in the lexicon if the
Levenshtein distance between them is equal to 1.

F. Overview of Senti differences with other approaches

The main differences between Senti and other state-of-
the-art works are the use of lexical resources for both the
Greek and English language with the aim of creating a
unified framework for the sentiment classification of bilingual
microblog comments; A new scoring scheme for measuring
sentiment strength expressed by textual and microblog-specific
sentimental terms, and; A novel function for computing the
overall sentiment scores of a comment in order to determine
its sentiment polarity.

IV. EXPERIMENTAL EVALUATION

A. Dataset and Experimental Setup

To evaluate the performance of our algorithm in the sen-
timent classification of microblog comments we conducted
an experiment in which we asked human evaluators to rate
a number of microblog comments regarding their sentiment
polarity. The purpose of the experiment was to find out to
what extent users agree with the sentiment classification of
our algorithm. The experiment was conducted online without
supervision.

The dataset we used for this experiment consisted of
3180 real comments about points of interest in the city of
Patras, Greece that were obtained from Foursquare using
the Foursquare API and were classified using our sentiment
classification algorithm. Foursquare is a social media platform
that provides users search results and information about points
of interest and encourages them to write short messages in
order to share their opinion about a point of interest with other
users. Comments in Foursquare are limited to 200 characters
in length.

Our algorithm incorporates the use of emoticons, repeated
punctuation signs and negation handling to aid the task of
sentiment classification. In order to assess the effectiveness of
these modules in the sentiment classification task we identified
comments that contain emoticons, repeated punctuation signs
or negation with the aim of providing users a sufficient number
of these type of comments for each sentiment polarity.



From the pool of 3180 comments, we subsequently ran-
domly selected a total of 180 comments based on their
sentiment polarity, language and the presence of emoticons,
repeated punctuation signs or negation. From this process we
obtained 30 comments from each of the six possible combina-
tions of language and sentiment polarity, using stratification to
include an appropriate proportion of comments that contained
emoticons, repeated punctuation signs or negation, in each of
the six categories. In Table I and Table II we present the
characteristics of the initial and the final pool of comments
respectively.

We opted to limit the number of comments in our pool to
180 because, as described in the next section, each participant
in our experiment would be asked to provide feedback on
a small subset (24 comments), to avoid participant fatigue.
A smaller pool of choices provided greater likelihood that
multiple ratings would be obtained for each of the comments,
thus making a more objective comparison.

1) Task interface: We developed a simple web application
in which participants first answered a demographics and back-
ground questionnaire. The web app was a responsive website,
therefore participants could take part in the experiment from a
mobile device or desktop computer. The URL of the website
was advertised through our local university and participants
were invited to take part in the task. Upon completion of
the demographics and background sections, the application
randomly selected 4 comments from each of the six differ-
ent categories, making sure that a representative sample of
comments that contain emoticons, repeated punctuation signs
or negation were included for each category.

Each user was thus presented with a total of 24 comments
from the pool of 180, and these comments were presented
in random order, one by one. Users were instructed to read
the comment and rate the sentiment they felt it expresses
in a 5-point Likert scale, ranging from strongly positive to
strongly negative. Further from the participant responses, we
also collected the time it took them to rate each comment.

Table I
CHARACTERISTICS OF THE INITIAL POOL OF COMMENTS

Language Polarity Total Emoticons Punctuation Negation
Greek Positive 1393 2.6% 23.81% 1.62%

Negative 334 0.25% 3.09% 63.19%
Neutral 310 0 4.12% 0.15%

English Positive 640 2.8% 17.15% 0.7%
Negative 88 0.17% 1.49% 0.52%
Neutral 415 0 3.24% 0.17%

Table II
CHARACTERISTICS OF THE FINAL POOL OF COMMENTS

Language Polarity Total Emoticons Punctuation Negation
Greek Positive 30 3.33% 24.44% 2.22%

Negative 30 5.56% 3.33% 3.33%
Neutral 30 0 4.44% 3.33%

English Positive 30 3.33% 17.88% 8.89%
Negative 30 2.22% 2.22% 6.67%
Neutral 30 0 3.33% 2.22%

Figure 1. Experiment comment evaluation screen. Progress is shown on the
page title (1/24), the review text (in blue background) and the user is asked
to evaluate the sentiment polarity (gray background) in a scale of 1(very
negative) to 5 (very positive).

Fig.1 shows the comment evaluation screen of the experiment.
2) Participant demographics and experience with social

media comments: A total number of 148 users (120 female)
participated in the experiment. Users were asked about their
knowledge level of English language. 31.1% of the participants
declared that they have a “high level knowledge” of English,
41.5% answered that they have “adequate knowledge”, 23.4%
have “moderate knowledge” and 4.1% have “no knowledge”
of English. Then we asked users about what social media
and microblog apps they use in their smartphones in order to
assess participants’ familiarity with microblogs. 70.3% of the
participants use Facebook, 58.8% use Google Maps, 23.6%
are Trip Advisor users, 8.8% are Twitter users, 4.1% are
Foursquare users while 10.1% of the participants answered
that they use none of the aforementioned apps. Next, users
were asked if they read other users’ comments in microblogs.
79.7% of the participants answered that they read comments,
result that shows the vast majority of the participants have
experience in reading microblog comments. Lastly, users who
declared that they read microblog comments were asked about
the number of comments they usually read in order to form
an opinion about a subject they are interested in. 52.5% of
those users declared that they usually read 6 to 10 comments,
while 24.6% read 1 to 5 comments and 22.9% read 11 to 20
comments. Overall we note that based on their exposure to
user-generated content, the participant population should be
able to properly evaluate content for sentiment.

B. Results

In total we collected 3,576 annotations from our partici-
pants. Because participants responded to the task unsupervised
(i.e. remotely), we assumed that it is likely that some of the
annotations were inappropriate (e.g. due to participant fatigue,
indifference, interruption or malicious intent). Therefore we
proceeded to remove some of this data, based on the time par-
ticipants took to provide each response. To remove temporal
outliers we use the adjusted boxplot method proposed in [33],



which uses the medcouple (MC) value as a robust statistic to
detect outliers. This resulted in setting an upper time threshold
of 33.686s, thus we removed all responses with a longer
response time. The lower threshold computed by this method
is a negative value, which in our case, makes little sense. To set
a lower threshold, we used the screen-reading speed reported
in [34] (4.06 words per second), therefore, for each comment
we calculated the minimum reasonable reading time of each
comment based on its length, and excluded all responses
with a response time lower than this threshold (i.e. users
providing a response without actually reading the comment).
For each comment, we assign a participant-based sentiment
polarity according to the polarity class which received the most
responses. This resulted in a final total of 3,390 responses.

Next, we present the comparison of our algorithm’s classi-
fication performance based on the participant-sourced labelled
set. The evaluation metrics we used to assess the performance
of our algorithm (Senti) compared to the human evaluators are
the Accuracy, Precision, Recall and F-score of the classifica-
tion. As baseline case we used the algorithm for the sentiment
classification of Foursquare comments proposed by [26]. The
baseline algorithm uses a lexicon-based approach based on
the Greek Sentiment Lexicon for the sentiment classification
of Greek comments whereas English comments are classified
by querying the Twinword Sentiment Analysis API [35].
We also evaluated the performance of our algorithm for the
classification of English comments compared to SentiStrength
[16].

Furthermore, we run our algorithm again on the same
dataset this time without using the modules responsible for
handling the occurrence of emoticons, repeated punctuation
signs and negation in order to evaluate the impact that these
modules have in the sentiment classification task. For the sake
of brevity, we will refer to these modules as the micro modules
of our algorithm.

In Table III we present the average evaluation metrics values
for the sentiment classification, as well as the values for each
of the three sentiment polarity classes. The average Accuracy
of our algorithm is 77.03% and the average F-Score is 66.05%.
Comparing the F-Score values of the Positive, Negative and
Neutral classes we can deduce that our algorithm performs
better in the classification of positive microblog comments.

Table III
EVALUATION METRICS OF SENTIMENT CLASSIFICATION

Accuracy Precision Recall F-score
Average 77,03% 65,55% 66,56% 66,05%
Positive
Class 78,33% 83,33% 63,29% 71,94%

Negative
Class 78,88% 55,00% 75,00% 63,46%

Neutral
Class 73,88% 58,33% 61,40% 59,82%

Fig. 2 shows the average Accuracy and F-score of our
algorithm in contrast with the average values for the algorithm
without the micro modules (Senti*) and the average values of

Figure 2. Classification performance of the Senti algorithm compared to
Senti* and the baseline case.

the baseline algorithm. We can see that our algorithm outper-
forms the baseline algorithm by a margin of approximately
3% in Accuracy and 6.6% in F-score. The performance of our
algorithm drops considerably when the micro modules are not
used but our algorithm still achieves a higher F-score than the
baseline case.

The final step of the evaluation was to examine the classi-
fication performance of our algorithm for the Greek and the
English language. Fig.3 and Fig.4 show the average Accuracy
and F-score of our algorithm compared to Senti* and the
baseline case for the Greek and English languages respectively.
Our algorithm achieved an average F-score of 63,11% for the
classification of Greek comments and an average F-score of
72,27% for English comments. Our algorithm performs better
than the baseline case for both languages. Compared against
SentiStrength [16], we obtain the same Accuracy and a better
F-score in comparison for English comments. As before, we
can see the performance drop when the micro modules are not
used.

Figure 3. Classification performance of the Senti algorithm for Greek
comments compared to Senti* and the baseline case.

C. Comparison against ML techniques

To also compare the performance of our algorithm against
supervised machine learning techniques, we used the Rapid-



Figure 4. Classification performance of the Senti algorithm for English
comments compared to Senti*, SentiStrength and the baseline case.

Figure 5. Performance metrics of ML algorithms vs. Senti

Miner environment to perform the relevant modelling and
evaluation tasks. For the models’ feature set, we use the TF-
IDF vectors generated on the comment texts. To afford a fair
comparison, we preprocess the text, applying the same special
term token replacement as in our algorithm, and all tokens are
converted to lower case. For this process we use 10-fold cross
validation and the algorithm parameters used are the same as in
[24]. As seen in Fig.5,. Senti outperforms all ML algorithms,
with the 2nd best performance offered by GBT (F-score =
57%). Analyzing performance by language (Fig.6), Senti again
outperforms all ML algorithms, though its performance is not
too far off Naive Bayes and GBT for Greek (S:63.11%, NB:
56.74%, GBT: 55.22%).

Table IV
ML ALGORITHM PARAMETERS

Algorithm Parameters
Decision Tree Criterion: Gini Index; Maximal Depth: 60; Confidence: 0.3;

Minimal Leaf Size: 12
SVM Kernel Type: polynomial; Degree: 3; C: 1.35; Epsilon: 2x10-4

Naive Bayes No parameters to optimize
Gradient
Boosted Tree

Number of Trees: 120; Max-depth: 4; Learning rate: 0.05

Random Forest Number of Trees: 100; Criterion: information-gain; Maximal
Depth: 20

Figure 6. F-score metrics of ML algorithms vs. Senti per comment language

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a lexicon-based algorithm for
the sentiment classification of user comments originating from
microblogs and social media. Our method uses sentiment
lexicons for the Greek and English languages in order to
identify the sentiment expressed in comments written in both
languages and takes advantage of the innate characteristics of
the language used in microblogs. We proposed a weighting
scheme for measuring the sentiment strength of sentimental
terms based on the terms’ degree of subjectivity and a simple
function for calculating the sentiment scores of the text.

We tested our approach in a dataset of 180 user comments
about points of interest obtained from Foursquare. Each com-
ment was annotated by an average of approximately 19 human
evaluators, fact that reinforces the reliability and significance
of our results.

Our algorithm achieved an average Accuracy of 77.03% and
an average F-score of 66.05% for the sentiment classification
task. The performance of our algorithm was better than
previous approaches [16], [26] for the classification of both
Greek and English comments. The modules responsible for
handling the occurrence of emoticons, repeated punctuation
marks and negation improve considerably the performance of
our algorithm. We also note that on our dataset, the algorithm
significantly outperforms the ML methods. Ostensibly, these
suffer from the fact that the training data available to them is
limited, compared to the several thousand documents fed to
these algorithms in other studies (e.g. [24]). As demonstrated
in [2], it is likely that a larger labelled dataset might afford
better results to this class of algorithms.

In the future, we plan to assess the different elements that
constitute our method in order to consider adjustments and
additions that could further improve the performance of our
algorithm. A possible addition could be to expand the lists of
modifiers and negators that our algorithm uses to detect the
presence of these linguistic features in the text. Furthermore,
we could ask human evaluators to evaluate the list of emoti-
cons used in our method with the aim of obtaining a more
reliable judgement of the sentiment expressed by emoticons.



We would like to evaluate our algorithm on larger reliably
labelled datasets, which, however, require significant effort to
obtain. Finally, a more robust approach for the handling of
Greeklish text that takes into account the different ways of
transliterating Greek words to Greeklish, could be considered.
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